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a b s t r a c t

Due to its influence on the stress field around the propped fractures in horizontal well and the final
conductivity of the created fracture network, the transport and packing of proppant plays a significant
role in hydraulic fracturing. Therefore, it is important to describe the distribution of proppant in fractures
and to accurately model the propped fractures. To this aim, a two-dimensional fully coupled model based
on the extended finite element method (XFEM) is established, which takes into account some crucial
physical processes, including rock deformation, fracturing fluid flow, fracturing fluid leak-off, propaga-
tion of fractures, proppant transport and proppant packing. The fluid-solid coupling equations are solved
by the Newton-Raphson method and the proppant transport is evaluated by the upwind scheme. The
hexagonal close packing of proppant is used to calculate the width of propped fracture. By taking
advantage of the characteristic features of XFEM, an efficient strategy to model the propped fracture is
proposed by directly enforcing the displacement boundary conditions on relevant enriched degrees of
freedomwithout adding additional elements. The proposed coupled approach is validated by comparison
with existing literature. The results of the sequential fracturing show that the propagation path of the
subsequently created fracture is strongly affected by the boundary conditions (i.e., sliding contact, filled
with constant pressure fluid, or propped open by proppant) imposed on the previously propped fracture,
and the proposed XFEM-based strategy to model the propped fracture is an accurate and efficient
alternative. Further sensitivity analysis reveals that the fracture spacing and the proppant concentration
of the injected slurry also have significant influence on propagation path of the subsequently created
fracture. The advantages of XFEM make the proposed coupled approach an attractive tool for the design
of hydraulic fracturing.

© 2016 Elsevier B.V. All rights reserved.
1. Introduction

Hydraulic fracturing is a widely applied technology for
enhancing production of conventional and unconventional oil and
gas reservoirs. It usually involves using a high-pressure fluid to
pressurize the wellbore until fractures emerge, which is followed
by continuous injection of thousands gallons of fluid into emerged
fractures to drive them to extend farther into the formation. During
the injection process, proppant is added to the fracturing fluid at
the right time to prevent fracture surfaces from fully closing when
the fluid pressure drops (Britt, 2012). For a better understanding of
hydraulic fracturing, many researchers have devoted their efforts to
numerical simulation studies of this problem.

Many numerical methods have been adopted for the simulation
of hydraulic fracturing, among which the most widely used are the
displacement discontinuity method (DDM) (Kresse et al., 2013;
McClure and Horne, 2013; Sesetty and Ghassemi, 2015; Weng
et al., 2014; Zhang and Jeffrey, 2006), the finite element method
(FEM) (Carrier and Granet, 2012; Chen, 2012; Guo et al., 2015a,
2015b; Papanastasiou, 1999; Wangen, 2011), and the recently
developed extended finite element method (XFEM) (Dahi-
Taleghani and Olson, 2011; Gordeliy and Peirce, 2013; Lecampion,
2009; Mohammadnejad and Khoei, 2013). The DDM is developed
on the basis of linear elastic fracture mechanics as well as a variant
of the conventional boundary element method (Wrobel and
Aliabadi, 2002), and is suitable to model fracture. The finite
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Fig. 1. Illustration of a domain containing a fracture filled with high-pressure fluid.
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element method is a flexible, effective and widely used numerical
method. However, numerical simulation of large number of frac-
tures in unconventional reservoirs using FEM is time consuming
due to the remeshing process as fractures propagate. Some
improvement strategies have been proposed to solve the short-
comings of FEM, among which the most effective one is the
extended finite element method.

The XFEM (Daux et al., 2000; Mo€es et al., 1999; Stolarska et al.,
2001; Sukumar and Prevost, 2003) allows fractures to propagate
along arbitrary paths without explicit remeshing, thus the
computational cost can be dramatically reduced in comparison to
the conventional finite element method. The XFEM has not been
applied to model hydraulic fracturing until recently. The XFEM was
adopted to investigate the solution of hydraulic fracturing problem
considering pressure inside the fracture and special tip enrichment
functions (Lecampion, 2009). Then, the XFEM was used to model
hydraulic fracture propagation accounting for the effect of the
natural fracture (Dahi-Taleghani and Olson, 2011). Afterwards, a
fully coupled XFEM model was established to describe the hy-
draulically driven fracture growth in porous formation
(Mohammadnejad and Khoei, 2013). Recently, Gordeliy and Peirce
(2013) developed two different schemes for fracture with fluid
lag and fracture with singular tip pressure. Overall, in view of the
flexibility of XFEM, many researchers are focusing on the devel-
opment of XFEM-based hydraulic fracturing simulators.

Proppant transport plays an important role in hydraulic frac-
turing, especially for sequential fracturing where previously
created fractures are propped by the injected proppant. This is
because the opening of the propped fracture in a horizontal well
will cause the stress reorientation in its adjacent region, which will
influence the propagation paths of subsequent fractures. On the
other hand, the final conductivity of the created fracture network is
also related to the distribution of proppant. Over the years, some
studies have been done for the modeling of proppant transport in a
single planar fracture. A numerical model together with an adap-
tive finite element procedure was developed to simulate the
proppant distribution in an expanding hydraulic fracture by
Ouyang et al. (1997). Amodel based on finite differencemethod and
finite volume method was developed to simulate fracture propa-
gation, closure, contact and proppant transport by Zhou et al.
(2014). Recently, a model capable of capturing both gravitational
settling and tip screen-out effects was developed by Dontsov and
Peirce (2015). In these studies, their research efforts are mainly
focused on proppant transport in a single fracture, but not on the
stress interference induced by the propped fractures for multistage
fracturing. In practice, during the process of sequential fracturing,
the subsequently created fractures will deviate from the desired
propagation paths and turn to non-planar fractures due to the
stress field induced by the propped fractures. The DDM-based
unconventional fracture model (UFM) (Kresse et al., 2013; Weng
et al., 2014) is able to model the creation of complex fracture
network considering the proppant transport, but the width of
fracture is calculated from the analytical solution. Recently, Sesetty
and Ghassemi (2015) studied the effect of stress interference in the
horizontal well based on DDM, but the proppant transport and the
width of the propped fracture had not been considered in their
model. In fact, the width of the propped fracture is directly related
to the distribution of proppant (Bose et al., 2015). On the other
hand, when dealing with hydraulic fracturing problems, the XFEM
is a promising choice because fractures are completely independent
of the mesh topology in XFEM and remeshing can be avoided.
Therefore, it would be very useful and necessary to develop an
XFEM-based model for hydraulic fracturing in consideration of
proppant.

In this paper, we propose a two-dimensional fully coupled
model which is able to consider a variety of physical processes,
including fluid flow in fractures, fluid leak-off into surrounding rock
formation, mechanical deformation of fracture walls induced by
fluid pressure, propagation of fractures, proppant transport in
fractures and proppant packing. This paper is focused on the
proppant, so some other important topics such as the impact of in-
situ natural fractures (Dahi-Taleghani and Olson, 2011; Guo et al.,
2015a; Kresse et al., 2013; Weng et al., 2014) and the production
performance (Sun and Schechter, 2015) are not discussed in the
present study. In this paper, the proposedmodel is first validated by
comparison with existing literature. Then, the simulation of
sequential fracturing in a horizontal well is carried out to investi-
gate the influence of proppant on stress distribution and propa-
gation path of fracture. Further, sensitivity analysis is performed to
investigate the effect of fracture spacing and proppant concentra-
tion of the injected slurry for sequential fracturing.
2. Problem formulation and numerical modeling method

Consider a fracture Gfrac filled with high-pressure incompress-
ible fluid in a domain U, as illustrated in Fig. 1. The boundary of the
domain is G and the outwards unit normal vector of G is repre-
sented by nG. The prescribed tractions t and the displacements u
are imposed on the boundary Gt and Gu, respectively. The two
surfaces of the fracture are expressed by the positive “þ” and the
negative “�” signs, and the outwards unit normal vectors of the
positive and negative faces are donated by �nGfrac

and nGfrac
,

respectively. Slurry (for convenience, fluids with and without
proppant are both named as slurry in this paper) are injected at the
rate of Q(t) at different time instants t. We define a one-dimensional
curvilinear coordinate system (donated by s) along the fracture, and
the coordinate origin is placed at the injection point.

Some assumptions are made for simplicity. In general, the slurry
is not a Newtonian fluid. However, in terms of computer simulation,
slurry can be treated as Newtonian fluid for simplicity (Adachi et al.,
2007; Hammond, 1995; Tomac and Gutierrez, 2013). Besides, we
assume that the propagation of the fracture is a quasi-static pro-
cess, and there is no fluid lag between the fracture tip and the fluid
front. The gravitational settling of proppant, which might not be
particularly significant for the relatively lightweight proppant or
the relatively high viscosity slurry (Mansoor, 2015), is not taken
into account. In addition, the proppant flow back after the injection
is finished is also not taken into consideration in this paper.
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2.1. Rock deformation and fracture propagation criterion

The equilibrium equation of the domain can be expressed as

V$s ¼ 0 (1)

where s is the stress tensor, and (V$) is the divergence operator. The
boundary conditions can be expressed as

u ¼ u
s$nG ¼ t
s$nGfrac

¼ pnGfrac

on Gu
on Gt
on Gfrac

8<: (2)

where p is the fluid pressure. The elastic constitutive law is adopted
to characterize the material property of rock formation, that is

s ¼ D : ε (3)

where D is the elasticity tensor, and ε represents the strain tensor.
The maximum hoop tensile stress criterion (Erdogan and Sih,

1963) is used to determine when and how the fracture propa-
gates. This criterion assumes that the propagation direction is along
a direction normal to the maximum hoop tensile stress, and when
the equivalent stress intensity factor Ke is greater than or equal to
the fracture toughness of the rock formation, KIC, the fracture will
propagate. In this paper, the domain forms of the interaction in-
tegral method (Moran and Shih, 1987) are employed to determine
the stress intensity factors KI and KII. The equivalent stress intensity
factor Ke can be written as

Ke ¼ cos
q

2

�
KI cos

2q

2
� 3KII

2
sin q

�
(4)

where q is the fracture propagation angle in the local fracture tip
coordinate system and can be determined by

q ¼ 2 arctan

0B@ �2KII=KI

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 8ðKII=KIÞ2

q
1CA (5)
2.2. Slurry flow and proppant transport

The one-dimensional flow of slurry and proppant in the fracture
must satisfy the mass conservation equations. For any point s in the
fracture, these equations can be expressed as

vw
vt

þ vqs
vs

þ gLðs; tÞ � QðtÞdðsÞ ¼ 0 (6)

vwc
vt

þ vqp
vs

� cinjðtÞQðtÞdðsÞ ¼ 0 (7)

where w donates the width of the fracture; c is the proppant
volumetric concentration, which is defined as the fraction of the
volume occupied by the proppant; qs and qp are the slurry and
proppant fluxes, respectively; Q(t) and cinj(t) are the injection rate
of slurry and the proppant volumetric concentration at the injec-
tion point, respectively; gL(s,t) donates the fluid leak-off into the
surrounding rock formation. Note that c in Eq. (7) is a normalized
concentration averaged over the fracture width.

Carter’s model (Carter, 1957) is adopted to simulate the leak-off
process of fluid, that is
gLðs; tÞ ¼
2CLffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

t � t0ðsÞ
p (8)

where CL is the Carter’s leak-off coefficient, and t0(s) is the time
when the leak-off process starts for point s.

Under the lubrication theory, slurry and proppant fluxes within
the fracture can be given according to Poiseuille’s law (Batchelor,
1967) along with Hammond’s work (1995):

qs ¼ � w3

12mð0Þfs
vp
vs

(9)

qp ¼ � w3

12mð0Þfp
vp
vs

(10)

where m(0) is the viscosity of the slurry without proppant, fs and fp
are non-dimensional functions defined as

fs ¼ 2mð0Þ
3mðcÞ (11)

fp ¼ 2mð0Þ
3mðcÞ c (12)

where m(c) is the effective viscosity of the slurry, which is given as

mðcÞ ¼ mð0Þ
 
1� cbc

!�m

(13)

In Eq. (13), the exponent m and the saturation concentration bc
are set as 2 and 0.6, respectively, in this paper.

Substituting Eq. (9) into Eq. (6) leads to the Reynolds equation

vw
vt

� v

vs
k
vp
vs

� �
þ gL s; tð Þ � Q tð Þd sð Þ ¼ 0 (14)

where k is the permeability of the fracture, and

k ¼ w3

12mð0Þfs (15)

For a hydraulic fracture, Eq. (14) can be solved with the
following initial and boundary conditions

w s;0ð Þ ¼ 0
w stip; t
� � ¼ 0

qs 0; tð Þ ¼ Q tð Þ
qs stip; t
� � ¼ 0

8>><>>: (16)

and the global mass conservation equation

Zstip
0

wds ¼
Zt
0

QðtÞdt �
Zstip
0

Zt
0

gLðs; tÞdsdt (17)

In the above equations, stip represents the location of the frac-
ture tip.
2.3. The extended finite element method and discretization

To discrete the equilibrium equation, the extended finite
element method is employed to approximate the displacement
field u. In XFEM, to consider the displacement jump across fracture
surfaces and the singular displacement field around the fracture tip,
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the displacement u for any point x can be approximated by

u xð Þ ¼
X
i2Sall

Nu
i xð Þui þ

X
j2Sfrac

Nu
j xð ÞH xð Þaj þ

X
k2Stip

Nu
k xð Þ

X4
l¼1

Fl xð Þblk

(18)

where Sall is the set of all nodes, Sfrac is the nodes set whose support
domains are divided into two parts by the fracture, Stip is the nodes
set whose support domains are partially cut by the fracture. Nu

i xð Þ,
Nu
j xð Þ and Nu

k xð Þ are the standard finite element shape functions. ui

is the conventional nodal displacement vector. aj and blk (l¼ 1,4) are
the nodal enriched degree of freedom (DOF) vectors. H(x) and Fl(x)
are enrichment functions of the discontinuous displacement field
across the fracture surfaces and the singular displacement field
around the fracture tip, respectively. H(x) is usually taken as the
signed Heaviside function (Sukumar and Prevost, 2003), and Fl(x)
takes the general form

fFlðr; qÞg4l¼1 ¼
� ffiffiffi

r
p

sin
q

2
;
ffiffiffi
r

p
cos

q

2
;
ffiffiffi
r

p
sin q sin

q

2
;
ffiffiffi
r

p
sin q cos

q

2

�
(19)

where (r, q) defines the polar coordinate system with the origin at
the fracture tip. The enriched nodes for a typical hydraulic fracture
are illustrated in Fig. 2. By substituting the approximation equation
(Eq. (18)) into the weak form of the equilibrium equation, we can
obtain the discretized form of the equilibrium equation (more de-
tails can be seen in Appendix A).

KU � QP � F ¼ 0 (20)

In order to approximate the one-dimensional pressure field
p(s,t) inside a hydraulic fracture, the hydraulic fracture interface
Gfrac is discretized into fluid elements using linear shape functions.
The nodes of the fluid elements are arranged at the intersection
points of hydraulic fractures and edges of solid elements, as shown
in Fig. 2. The approximation of fluid pressure field can be written as

pðsÞ ¼
X
i2Shf

Np
i ðsÞpi (21)

where Np
i ðsÞ represents the shape function of pressurepi for node i.
Fig. 2. Schematic of fluid nodes and enriched nodes for a hydraulic fracture.
By substituting Eq. (21) into the weak form of the Reynolds equa-
tion, we can obtain the discretized flow equation (details can be
seen in Appendix A), that is

Q TDU þ DtHP þ DtS � DtG ¼ 0 (22)
2.4. Widths of propped fracture

Fig. 3 show the statuses of proppant inside a fracture at different
phases of fracturing.We idealistically assume that the proppant has
the same diameter and is in close contact with each other after the
hydraulic pressure is released (Fig. 3(b)). Moreover, the embedment
of proppant into fracture faces is ignored. We suppose that the
proppant is placed in a multilayer pattern and in the idealized
hexagonal close packing (HCP) form (Rivers et al., 2012; Steinhaus,
1999) in three-dimensional space. Thus, for any point s inside a
propped fracture, the propped width wp(s) can be determined by

wpðsÞ ¼ woðsÞcðsÞ
h

(23)

where wo(s) is the width of point s before the fracture starts to
close, and h represents the so-called packing density and equals
p=3

ffiffiffi
2

p
(about 0.74) for the hexagonal close packing form

(Steinhaus, 1999).
After the fracture is propped, the normal distance between two

fracture surfaces is restricted to wp(s). Meanwhile, the relative
movement between the two surfaces in the tangential direction is
still free. Therefore, for an enriched node, whose degrees of
freedom in x and y directions are donated by ax and ay, respectively,
the multipoint constraint condition (Chandrupatla et al., 2012) of ax
and ay can be obtained according to a simple geometric relation,
namely

b1ax þ b2ay ¼ b0 (24)

where b1 ¼ � sing, b2 ¼ cosg, b0 approximately equals wo(s)/2
when a relatively fine mesh is used, and g is the inclination of the
propped fracture. The above constraint condition can be simply
imposed on the system equations by employing the penalty func-
tion method (Chandrupatla et al., 2012).
2.5. Coupling approach

In order to precisely simulate hydraulic fracturing, many phys-
ical processes such as fluid flow inside fractures, fluid leak-off into
surrounding rock formation, mechanical deformation of fracture
surfaces, growth of fractures, proppant transport and proppant
packing are taken into account in the proposed model.

As discussed above, the discretized coupled equilibrium equa-
tion and flow equation can be written as

KU � QP � F ¼ 0
Q TDU þ DtHP þ DtS � DtG ¼ 0

�
(25)

The above coupled equations can be solved by the Newton-
Raphson method (details can be found in Appendix B). The prop-
pant transport equation (Eq. (7)) can be coupled at the end of each
time step as follows. Firstly, the proppant concentration of the last
time step (donated by clast) is used to calculate the effective vis-
cosity m(clast) according to Eq. (13). Then, after some manipulations,
Eq. (7) can be rewritten as



Fig. 3. (a) Illustration of proppant inside a fracture before the fracture is propped. (b) Illustration of multilayer-packed proppant after the fracture is propped.
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vc
vt

þ c
vc
vs

¼ 0 (26)

where c equals � w2

24mðclastÞ
vp
vs. The above linear convection equation

can be solved typically by the upwind scheme (Hirsch, 1990),
namely

c~nþ1
i ¼ c~ni � D~t

	
cþc�s þ c�cþs



(27)

where ~n and D~t represent the step number and the step size of the
upwind scheme, respectively, and cþ ¼ maxðc;0Þ, c� ¼ minðc;0Þ,
cþs ¼ ðcniþ1 � cni Þ=Ds, c�s ¼ ðcni � cni�1Þ=Ds. The above scheme is stable
if the following condition is satisfied (Hirsch, 1990)

����cD~t
Ds

���� � 1 (28)

Eventually, the coupled problem under consideration can be
solved by three main steps during each time step. Step (i): deter-
mine the state of each fracture, that is, whether it is driven by fluid,
propped by proppant or a proppant-free fracture. Step (ii): itera-
tively solve the coupling equations between propagation of
Fig. 4. Flow chart of the coupled approach.
fractures and fluid flow using the Newton-Raphson method. Step
(iii): solve the proppant transport using the upwind scheme, and
then update the locations of the fracture tips according to the
maximum hoop tensile stress criterion. The flow chart of the
coupled approach is shown in Fig. 4.

3. Results and discussions

In this section, we will first verify the proposed model and then
simulate sequential fracturing problems in a horizontal well. The
in-house program used in this paper is written in Fortran 90. A
direct solver known as LAPACK (Chen et al., 2003) is utilized to
solve the linear system of the coupled equations.

3.1. Verification

3.1.1. Verification of the fluid-solid coupling model against
analytical solutions

In this section, we consider the case of no proppant and no leak-
off, then the coupled equations (Eq. (25)) can be verified by com-
parison with analytical solutions which depend on the dimen-
sionless fracture toughness Km of the KGDmodel (Hu and Garagash,
2010). Km can be written as

Km ¼ 4
�
2
p

�1=2KIC
�
1� n2

�
E

"
E

12mQ
�
1� n2

�#1=4 (29)

where E is the elasticmodulus and n is the Poisson’s ratio of the rock
formation. The fracture propagation regime is viscosity-dominated
when Km < 1 and is toughness-dominated if Km > 4. The analytical
solutions of viscosity-dominated case and toughness-dominated
case are given in detail by Detournay (2004), and they are both
used to verify the proposed scheme through an example with
different parameters listed in Table 1. For the large viscosity case Km

equals 0.0176 and for the large toughness case Km equals 4.9443, as
given in Table 1. The fracture is positioned at the center of the
Table 1
Material properties and fracturing parameters.

Parameter Units Value

Large viscosity Large toughness

Elastic modulus E GPa 20 20
Poisson’s ratio n � 0.2 0.2
Fracture toughness KIC MPa m1/2 0.1 5.0
Injection rate Q m2/s 0.001 0.001
Viscosity m Pa s 1.0 0.001
Dimensionless toughness Km � 0.0176 4.9443



Fig. 5. Finite element mesh of the model.

Fig. 6. Comparison of fluid pressures at the injection point from XFEM and analytical
solution at various instants.

Fig. 7. Comparison of fracture widths from XFEM and analytical solution at different momen
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model which has dimensions of 150 � 150 m. The finite element
mesh of the model which contains 6840 elements is shown in
Fig. 5. The size of elements around the fracture is 0.5 � 0.5 m.

The variations of fluid pressure at the injection point are shown
in Fig. 6. Fracture width profiles at different moments are shown in
Fig. 7. The corresponding results of the analytical model are also
shown for comparison in Figs. 6 and 7. It can be seen that the
proposed approach is able to predict satisfactory results.
3.1.2. Verification of proppant transport in a single fracture against
existing literature

In the previous section, we have verified that the proposed
method can correctly deal with the coupling between fluid flow
and solid deformation without considering proppant. However,
despite some assumptions have been made, there is no available
analytical solution when the proppant transport is considered. In
this section, we will calculate the proppant distribution in a single
fracture. We will analyze the effects of the maximum proppant
concentration (cmax) and the leak-off coefficient CL on the simula-
tion results, and then compare the results with existing literature.
The properties used in this section are the same as the large vis-
cosity case in Table 1, except a smaller and dynamic slurry viscosity
ts (t ¼ 10 s and t ¼ 20 s) for the large viscosity case (a) and the large toughness case (b).

Fig. 8. Time-dependent slurry rate and proppant concentration at the injection point.



Fig. 9. Proppant concentration distributions at different time instants, t ¼ 12.7 s, 23.8 s
and 39.5 s.

Fig. 10. (a) Proppant concentration distributions for different cmax. CL equals 1 � 10�5 m/s1/2. (b) Proppant concentration distributions along the fracture for different leak-off
coefficients CL. cmax equals 0.4.
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(m(0) equals 0.1 Pa s). Moreover, the time-dependent slurry rate and
proppant concentration at the injection point are graphically
shown in Fig. 8, in which the maximum concentration (cmax) is 0.4.
The model size and the mesh are the same as those in Section 3.1.1.
The leak-off of fracturing fluid is considered and the leak-off coef-
ficient CL is taken as 1 � 10�5 m/s1/2.

Fig. 9 shows the proppant distributions at different time instants
(t ¼ 12.7 s, 23.8 s and 39.5 s) when the fracture reaches to a length
of 10 m, 14 m and 18 m, respectively. It is apparent that as the in-
jection of proppant, the proppant concentration in the fracture
increases continuously. The concentration of proppant around the
injection point is larger than that near the fracture tips. A sensitivity
analysis has been conducted by changing cmax and CL separately. As
can be seen from Fig. 10(a) in which the length of the fracture is
18 m, the proppant concentration increases with the maximum
proppant concentration cmax, which is physically reasonable.
Fig.10(b) shows the effect of the leak-off coefficients CL on proppant
distribution when the fracture propagates to a length of 18 m. It is
clearly seen that the proppant concentration increases with CL,
becausemore fluid of the slurry leaks through fracture surfaces into
the pore space of the surrounding formation. This conclusion is
supported by other studies (Daneshy, 1978; Queipo et al., 2002), as
they both provide evidence for the increase in proppant concen-
tration caused by leak-off.

3.2. Simulation of sequential fracturing in a horizontal well with
different boundary conditions on previously created fracture

This section is devoted to investigate the stress perturbation
created by the propped fracture for the sequential fracturing in a
transverse horizontal well, and to compare the effects of boundary
conditions imposed on the previously created fracture. As shown in
Fig. 11, the previous two stages (i.e., Stage-1 and Stage-2) of a
sequential fracturing are simulated. The spacing between Stage-1
and Stage-2 fractures is 10 m. To make a comparison, three
different boundary conditions (BCs) for Stage-1 fracture are
considered after the injection of the Stage-2 fracture is started, as
schematically shown in Fig. 11. BC (1) is the sliding contact
boundary condition, which means that there is no proppant inside
the fracture and no fluid pressure remains. BC (2): the fracture
surfaces are subjected to a constant fluid pressure (Liu et al., 2015).
BC (3): the fracture is propped open by proppant at different con-
centrations. For BC (2), we assume that the fluid pressure re-
distributes uniformly along the fracture after the injection is
completed. The value of the redistributed constant pressure can be
simply calculated according to the conservation of mass law. BC (3)
can be realized by the method described in Section 2.4.

The material properties and fracturing parameters for each
fracturing stage, including the slurry rate and the proppant con-
centration for BC (3), are kept the same as in the previous section
where cmax and leak-off coefficient are taken as 0.4 and 1� 10�5 m/
s1/2, respectively. The in-situ stresses in x and y directions (i.e., smin
and smax, respectively, as shown in Fig. 11) are 3 and 5 MPa,
respectively. Themodel has the same dimensions as depicted in the
previous sections. The target length of these two fractures is 20 m.
The size of elements around the fractures is 0.5 � 0.5 m. Note that
our model has no limitations to consider large-scale problems;
however, to minimize computational time and to make the para-
metric study easier, small-scale problems are considered.

The simulations are performed on a computer with Intel i7-

Shi-work
高亮



Fig. 11. Illustration of the sequential fracturing in a horizontal well (only two stages,
i.e., Stage-1 and Stage-2 fractures, are simulated), as well as illustration of three
boundary conditions applied on the Stage-1 fracture.

Fig. 12. (a) Stress distributions in x-direction after Stage-1 fracture reaches its target lengt
((b1), (b2) and (b3) for boundary conditions (1), (2) and (3), respectively). Compressive str

F. Shi et al. / Journal of Natural Gas Science and Engineering 33 (2016) 885e897892
4790K 4.2 GHz processor and 8 GB DDR3memory. It takes 11.9, 22.1
and 25.3min for BC (1), BC (2) and BC (3), respectively. Fig.12 shows
the stress distributions in x direction after stage-1 fracture or stage-
2 fracture reaches the target length of 20 m. In this paper, positive
value of stress indicates compression. From Fig. 12(b1) we can
notice that the shape of Stage-2 fracture is identical to Stage-1
fracture shown in Fig. 12(a) because, apparently, the Stage-1 frac-
ture under BC (1) has no effect on its adjacent fracture. In
Fig. 12(b2), the Stage-2 fracture is first attracted towards the tip of
Stage-1 fracture, and then propagates towards the opposite side. In
contrast to Fig. 12(b2), a quite distinct fracture path which totally
curves away from Stage-1 fracture is shown in Fig. 12(b3).

In addition to the fracture propagation paths, the stress distri-
butions under different boundary conditions are also quite distinct.
Stage-1 fracture under BC (1) has no surrounding stress field, as
clearly shown in Fig. 12(b1). The compressive stress near the center
of Stage-1 fracture in Fig. 12(b3) is much stronger than that shown
in Fig. 12(b2), and this difference is caused by the stress perturba-
tion induced by the opening of a propped fracture. Besides, in
Fig. 12(b2), the stress field is concentrated and strong around the
opened tip of the stage-1 fracture whose surfaces are under the
effect of uniform fluid pressure. As mentioned above, the stage-2
fracture is first attracted towards the tip of stage-1 fracture under
the action of the near-tip stress filed, and then propagates away
(leftwards) when exceeding the range of influence of the near-tip
h. (b) Stress distributions in x-direction after Stage-2 fracture reaches its target length
ess is positive. Deformation is multiplied by a factor of 300 (similarly hereinafter).



Fig. 13. Widths of Stage-1 fracture after the stage-2 fracture reaches its target length
under boundary condition (2) and boundary condition (3).

Fig. 15. Evolution of the injection pressures of Stage-2 fracture with different fracture
spacings.
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stress filed. In sharp contrast, for the situation in Fig. 12(b3), the
proppant at a fairly low concentration near the fracture tip (see
Fig.10 for details) is not able to keep the fracture open and results in
the closing of the fracture front, hence there is no singular stress
field around the tip of Stage-1 fracture. As a consequence, the stage-
2 fracturewill not be attracted and the resulting propagation path is
relatively simple compared with that in Fig. 12(b2).

The widths of Stage-1 fractures under BCs (2) and (3) are shown
in Fig. 13, from which we can see that the fracture width under BC
(3) is much wider than that under BC (2) (Stage-1 fracture under BC
(1), which has zero width, is not shown here). Under the action of
compressive stress caused by high fluid pressure inside the adja-
cent Stage-2 fracture, the width of Stage-1 fracture narrows down,
especially near the central section, as the solid line shows. On the
contrary, the existence of proppant keeps the Stage-1 fracture from
closing, as the dashed line shows.

In fact, the comparison with other numerical simulation results
(Kresse et al., 2013; Sesetty and Ghassemi, 2015) of sequential
fracturing indicate that only the propagation path predicted by BC
(3) is correct (Fig.12(b3)). Therefore, we can see that the proper and
accurate modeling of propped fractures is of great importance for
simulators used to optimize the multistage fracturing design in the
Fig. 14. Stress distributions in x-direction after Stage-2 fracture rea
horizontal. Furthermore, it should be noted that when modeling
the propped fracture using other numerical methods, additional
elements such as joint elements should be added between the
fracture surfaces (Sesetty and Ghassemi, 2015), which is not as
convenient as the proposed method.
3.3. Sensitivity analysis

3.3.1. Effects of fracture spacing
In order to investigate the effects of fracture spacing on stress

interference between fractures, hydraulic fracturing of two frac-
tures with larger spacings of 15 m and 20 m under BC (3) are
simulated. All the other parameters are kept the same as Section
3.2. From Fig. 14 (a), we can see that the stress shadow effect still
has influence on the propagation of Stage-2 fracture when the
spacing is 15 m. However, there is no deflection in the Stage-2
fracture path when the spacing equals 20 m, as shown in Fig. 14
(b), where the stress shadow effect is small at this distance.

The variation of injection pressures of Stage-2 fracture is shown
in Fig. 15. As can be seen, the fluid pressure at the injection point
increases as the spacing decreases, indicating that it is more diffi-
cult to create the closely spaced hydraulic fractures than the widely
ches its target length with spacings of 15 m (a) and 20 m (b).



Fig. 16. Stress distributions in x-direction after Stage-2 fracture reaches its target length with cmax ¼ 0.3 (a) and cmax ¼ 0.5 (b).

Fig. 17. Widths of the propped Stage-1 fracture after the stage-2 fracture reaches its
target length with different cmax.
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spaced ones.
3.3.2. Effects of proppant concentration of injected slurry
Hydraulic fracturing of two fractures with cmax ¼ 0.3 and

cmax ¼ 0.5 under BC (3) are simulated to investigate the effects of
proppant concentration of injected slurry. All the other parameters
are kept the same as Section 3.2. From Fig. 16, we can see that cmax
have obvious influence on propagation path of the stage-2 fracture.
The extent of fracture path deviation increases as cmax increases,
and this is caused by the fact that as cmax increases, the widths of
the propped fracture increase, as shown in Fig. 17.
4. Conclusion

In this paper, we have presented an XFEM-based coupled nu-
merical framework to model hydraulic fracturing problems in
consideration of proppant. The proposed model was used to
research the factors that influence the simulation results of
sequential fracturing in a horizontal well. Based on the obtained
simulation results, the following conclusions can be made:
(1) For the simulation of sequential fracturing, the fracture path
of the subsequently created fracture is strongly affected by
the boundary conditions applied on the previously created
propped fracture. To obtain satisfactory simulation results,
the widths of the propped fracture should be determined
according to the distribution of proppant, and the propped
fractures must be explicitly and properly modeled.

(2) Sensitivity analysis of fracture spacing shows that large in-
jection pressure is needed when the fractures are spaced
closely.

(3) Sensitivity analysis of proppant concentration of injected
slurry shows that it influences both the fracture path and the
stress distribution.

The advantages of XFEMmake the proposed model an attractive
tool for the design of multistage hydraulic fracturing in the hori-
zontal well. Moreover, the proposed coupled approach can be
applied to three-dimensional problems where the gravitational
settling of proppant can be easily taken into consideration.
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Nomenclature

a Vector of enriched DOF associated with Heaviside
function

b Vector of enriched DOF associated with tip enrichment
function

B Matrix of shape function derivatives
c Proppant volumetric concentration
cinj Proppant volumetric concentration at the injection point
clast Proppant volumetric concentration of the last time step
cmax Maximum proppant volumetric concentration of the

injected slurrybc Saturation volumetric concentration
CL Carter’s leak-off coefficient
D Elastic tensor
E Elastic modulus
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fs, fp Non-dimensional functions
Fl Tip enrichment functions
F Force vector
gL Leak-off rate of fluid into the rock formation
G Leak-off term in the coupled equations
H Heaviside function
H Global flux stiffness of fluid elements
J Jacobian matrix of NR iteration
k Permeability of fracture
K Global stiffness matrix
m Exponent for the calculation of dynamic viscosity
N Standard finite element shape functions
Np Shape functions of fluid element
Np,Nu,Nw Matrices of shape functions
p Fluid pressure
p Fluid pressure vector
qp Proppant flux
qs Slurry flux
Q Matrix transferring fluid pressure into equivalent nodal

forces
R Residual vector of NR iteration
s Coordinate system along hydraulic fracture
stip Location of fracture tip
Sfrac Set of nodes whose support domains are fully cut by

fracture
Stip Set of nodes whose support domains are partially cut by

fracture
S Source term in coupled equations
t Time
Dt Time increment
Q Injection rate of slurry
KI, KII Mode-I and Mode-II stress intensity factors
Ke Equivalent stress intensity factor
KIC Fracture toughness
Km Dimensionless fracture toughness
u Displacement vector
uþ Displacement vector of nodes on the positive fracture face
u� Displacement vector of nodes on the negative fracture

face
U Global nodal displacement
w Fracture width
wo Fracture width before fracture starts to close
wp Width of propped fracture
w Fracture width vector
W A vector formed by widths of nodes on fracture surface
b0, b1, b2 Variables in multipoint constraint condition (Eq. (24))
s Stress tensor
ε Strain tensor
ε
w
tol Convergence tolerance
h Packing density of proppant pack
n Poisson’s ratio
m Fluid viscosity
c A variable in Eq. (26)
q Fracture propagation angle in the local fracture tip

coordinate system
g Inclination of fracture
Appendix A. Weak form and discretization of governing
equations

After introducing the trial function u and test functions du for
the displacement field, the weak form of equilibrium equation (Eq.
(1)) can be expressed as
Z
U

dε : sdU�
Z
Gt

du$tdGþ
Z

Gþ
frac

duþ$pnGfrac
dG

�
Z

G�
frac

du�$pnGfrac
dG ¼ 0

(A.1)

Because p ¼ pnGfrac
and w ¼ nGfrac

$ðuþ � u�Þ$nGfrac
, Eq. (A.1) can be

further written asZ
U

dε : sdU�
Z
Gt

du$tdGþ
Z

Gfrac

dw$pdG ¼ 0 (A.2)

By introducing any allowable test function dp, the weak form of
the Reynolds equation (Eq. (14)) can be expressed asZ
Gfrac

�
dp

vw
vt

þ vðdpÞ
vs

k
vp
vs

þ dpgL

�
dGþ dpQ

��
Bu ¼ 0 (A.3)

where Bu represents the boundary conditions of flow, as given in
Eq. (16).

The finite element approximation of pressure field inside the
fracture can be expressed as

pðsÞ ¼
X
i2Shf

Np
i ðsÞpi≡NpðsÞp (A.4)

where Shf is the nodes set of the fluid elements defined along the
hydraulic fracture. Np

i ðsÞ represents the shape function of pressure
pi for node i. p is the nodal pressure vector and Np(s) is the matrix of
shape functions defined in the natural local coordinate system x,
that is

Np
1 xð Þ ¼ x� 1ð Þ=2

Np
2 xð Þ ¼ xþ 1ð Þ=2

(
(A.5)

The fracture opening displacement vector w can be approxi-
mated by

w sð Þ ¼
X
i2Sw

Nw
i sð Þui≡N

w sð ÞU (A.6)

where Sw is the nodes set of element that contains point s, Nw
i ðsÞ is

the shape functionmatrix of the fracture opening displacement and
U is the global nodal displacement vector.

By substituting the displacement and pressure approximations
(Eqs. (18), (A.4) and (A.6)) and the linear elastic constitutive
equation (Eq. (3)) into the weak form of the equilibrium equation
(Eq. (A.2)) and the Reynolds equation (Eq. (A.3)), the discretized
equilibrium and flow continuity equations can be written as

KU � QP � F ¼ 0 (A.7)

Q TDU þ DtHP þ DtS � DtG ¼ 0 (A.8)

In Eq. (A.7), the global stiffness matrix K, the matrix Q that
transfers fluid pressure P into equivalent nodal forces and the load
vector F are defined as

K ¼
Z
U

BTDBdU (A.9)
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Q ¼
Z
U

ðNwÞTDNpdU (A.10)

F ¼
Z
Gt

ðNuÞTtdG (A.11)

where B is the matrix of shape function derivatives. In Eq. (A.8), Dt
is the time increment between two adjacent time steps, the matrix
H, the source term S and the leak-off term G are defined as

H ¼
Z

Gfrac

�
vNp

vs

�T

k
vNp

vs
ds (A.12)

S ¼ NpðsÞT js¼0QðtÞ (A.13)

G ¼
Z

Gfrac

ðNpÞTgL sð Þds (A.14)

Appendix B. Newton-Raphson iteration

The Newton-Raphson method is adopted to solve the coupled
equations (Eq. (25)) at each time step. For this purpose, the residual
vector R

~i at iteration step ~i can be defined as

R i
_

¼
�

0 0
�Q T 0


�
DU
DP

�~i
þ
�
K �Q
0 �DtH

~i


�
U
P

�~i
�
�

F
DtS

~i � DtG
~i

�~i
(B.1)

and the Jacobian matrix of residual R
~i can be obtained by

J
~i ¼

�
K �Q

�Q T �DtH
~i



(B.2)

then the displacement U and the fluid pressure P can be updated
according to

�
U
P

�~iþ1
¼
�
U
P

�~i
� R

~i

J
~i

(B.3)

The convergence criterion for the Newton-Raphson iteration
can be written as���w~i �w~i�1

������w~i�1
��� � ε

w
tol (B.4)

where “kk” is the 2-norm operator, εwtol is the convergence tolerance
and is taken as 1� 10�3 in this paper, and w~i is the fracture width
at the ~i th iteration step.
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